False Positive Report Probability

Inspired by the following paper:  

Assessing the Probability That a Positive Report is False: An Approach for Molecular Epidemiology Studies.  Sholom Wacholder, Stephen Chanock, Montserrat Garcia-Closas,

Laure El ghormli, Nathaniel Rothman [J Natl Cancer Inst 2004;96:434–42]

1. Assuming we are operating in the Neyman-Pearson world of decision making and set alpha = 0.05 
2. We know that of “all tested null hypotheses THAT HAPPEN TO BE TRUE”, we reject (falsely, of course) no more than 5%.   
3. We wish to know, however, something quite different: We wish to know how often we reject falsely.  In other words “of all tested null hypotheses THAT WE DECIDE TO REJECT”, what percentage is a false rejection? 
4. The cited paper calls this fraction “False Positive Report Probability” (FPRP). 
5. To me (and I bet to you, too) this fraction is a bit more interesting than alpha:  It is telling us that among 100 decisions to reject the null, X decisions are false. 
6. But how do we calculate FPRP?  Or generically, which factors determine FPRP?  Read the following text from the article. 
Determinants of FPRP

Three factors determine the magnitude of the FPRP…

 1) prior probability of a true association of the tested genetic variant with a disease, 

2) level or observed P value, 

3) statistical power to detect the odds ratio of the alternative hypothesis at the given _
With your permission, I will rewrite my version of this list:

1. The prior probability that the null is false (that’s a Bayesian version of the word probability).   But what is the frequentist version of this idea?  Is it the proportion of tested null hypotheses THAT HAPPEN TO BE FALSE?  If so, we are back in the unknown domain: We do not know how all tested null hypotheses are split between those that are true and those that false. 
2. Alpha 
3. Power. 
So, it seems to me that:

FPRP (the really interesting percentage) is certainly a function of alpha (determined by us), a function of power (determined by us), and a function of the unknown proportion of TESTED NULL HYPOTHESES THAT HAPPENED TO BE FALSE (unknown).   Many people mistakenly think that alpha is FPRP; some people know that FPRP is a function of alpha; not many people know that FPRP is a function of power (low-power studies cause FPRP to be high!).  Few people connect FPRP to the proportion of TESTED NULL HYPOTHESES THAT HAPPEN TO BE FALSE (or to the complement proportion).  If we substitute the latter with a Bayesian concept that assigns the word probability to a single hypothesis, we have a formula to compute FPRP.   Seems like an interesting hybrid of Neyman-Pearson and Bayes (to which both would object, I suspect…)

Notice that the story works because we are considering many exposures (gene variants) for a single outcome.  The series of repeated testing is well-defined within a study.  We test many SNPs in one study and make a decision on each result based on alpha.   I don’t see how it would work when the series of tests comes from all scientific domains.  There, we have no way of knowing anything about the prior probability that the null is false, although some people say that most tested nulls (genes excluded) are false anyway, so there is no need to test them.  Other people say that all null hypotheses will be rejected eventually, if we just bother to get a large enough sample.  I say that I don’t care to know (or to decide) that the null is false, because the complement to the null entails all effect sizes, including uninteresting effects (trivially small effects.)   There is very little knowledge in the statement “The effect is not precisely zero”.
Added note (9/2008):  Lucke has published a (devastating) critique of Wacholder’s false positive report probability: 

Joseph F. Lucke

A Critique of the False-Positive Report Probability.  Genet. Epidemiol. 2008.

